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Physical principles and models describing intracellular virus
particle dynamics§

T Lagache, E Dauty and D Holcman

Modeling in cellular biology benefits greatly from quantitative

analysis that arise from the theory of diffusion and chemical

reactions. Recent progress in single particle imaging enables

the visualization of viral trajectories evolving in the cytoplasm.

Biophysical models and mathematical analysis have been

developed to unravel the complexity of single viral trajectories.

We review here models of active motion of viruses along the

cytoskeleton as well as their diffusion. We present resent

efforts to estimate global trafficking properties, such as the

probability and the mean time for a viral particle to reach a small

nuclear pore. However, most signaling pathways involved in

controlling viral motion remain undescribed and should be the

goal of future modeling efforts.
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Introduction
Animal viruses which replicate in the nucleus invade

mammalian cells through a multistep process, often start-

ing with endocytosis. Following this step, viral particles

have to escape from the hostile environment of the

endosomal lumen and move through the cell cytoplasm

before reaching the nucleus. In this review, we discuss

recent modeling efforts made to describe viral trajectory

at a single unit level. Elucidating viral motion is essential

in developing quantitative models and simulations. When

combined to imaging, they allow to reveal unexpected

aspects of intracellular trafficking [1��]. Understanding

the cytoplasmic viral journey shall also serve to improve

and optimize virus-based gene delivery vectors.

Single material particle trajectories were first described

by Newton’ second law of motion, which accounts for the

field of forces. The trajectory is completely determined

by the initial conditions and is obtained by solving a

second order differential equation, integrating twice

the acceleration to the position. In contrast, the motion

of a particle constantly perturbed by random collisions is

not any more predictable, but still, as recognized by

Langevin, such trajectories can be analyzed by introdu-

cing stochastic terms in Newton’s equation. In a medium

at equilibrium, these stochastic terms are known expli-

citly [2] and are related to the average thermodynamically

quantities (the temperature) or fluid properties (the fric-

tion coefficient). Furthermore, in an overdamped med-

ium (a fluid), the acceleration term in the Langevin

equation can be dropped and we are left with a stochastic

equation for the velocity [2]. To analyze viral particle

trajectories, we start from microscopic interactions and

use a stochastic description. We also discuss the endoso-

mal transport and present estimates for the probability

and the mean time of infection. Such models integrate

both passive transport (Brownian motion) and active

transport (motion along microtubules (MTs) and actin

filaments) (Figure 1).

Describing viral trajectories in the cytoplasm
Because viruses have no means of locomotion, they

entirely rely on diffusion and cellular transport systems

to reach the cellular compartments where they multi-

ply. The cell cytoplasm is a highly crowded fluid

containing many organelles, a cytoskeleton and diffu-

sible macromolecules of high concentration [3]. The

mobility depends on many parameters such as the size,

the shape, and the nature of the interactions between

viral particle and the surrounding cellular components.

Noninteracting spherical particles with size up to

� 25 nm are freely diffusible in the cell cytoplasm

[4]. Increasing the size above 45 nm reduces the motion

considerably.

The early mathematical models [5–7] to quantify the

success of genome delivery are based on mass-action

law to account for the transition from different cellular

compartments (entering inside the cell, escaping from

vesicles, nuclear entry) and the possible degradation.

These approaches present several limitations: they are

valid only at a population level and cannot be general-

ized to describe single particles. They do not account for

the cellular geometry and rely specifically on rate con-

stants that are usually unknown and thus fitted to data

rather than derived from biophysical analysis. In [8], an

alternative approach using the cellular geometry,
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allowed the authors to give a macroscopic description of

the adenovirus concentration so that they can analyze

the effect of varying the number of MTs on the invasion

process. Using a new reconstruction imaging technique,

this group has extended their analysis to polymer-based

vectors [9�].

Recent progress using single particle tracking has

revealed the complexity of viral trajectories [10,11,12�].
It has now been recognized that such trajectories consist

of a succession of free or confined diffusion and/or ballis-

tic periods. These later involve transport along MTs or

actin networks which requires energy. Although diffusion

in various media is well understood, it is not clear how

active transport involves molecular motors [13]. The

precise description of viral trajectories requires modeling

the field of forces applied on single particles. In general,

the analysis of random trajectories of particles is formu-

lated in terms of stochastic equations. The position at

time t of a particle is treated as a stochastic process [2,14]

and the dynamics depends on the forces applied on the

particle.

In the cytoplasm, the high frequency collisions between

a viral particle and the rest of the molecules are modeled

by the classical noise term
ffiffiffiffiffiffi
2D
p

ðdW=dtÞ, where D is the

diffusion constant and W is the white noise (random

variable with a Gaussian distribution of mean 0 and

variance 1). In the absence of any other forces, the

equation for the velocity is ðdX=dtÞ ¼
ffiffiffiffiffiffi
2D
p

ðdW=dtÞ
and the trajectory is the standard Brownian motion.

When diffusion and active transport occur simul-

taneously, the equation for the velocity becomes

ðdX=dtÞ ¼ bðXÞ þ
ffiffiffiffiffiffi
2D
p

ðdW=dtÞ, where b is the drift.

Such description allows to generate computer simu-

lations of trajectories [2,15] in free and confined environ-

ment [16] and is the basis to derive formula for the total

probability of reaching a particular target [17�]. When an

unshaped particle switches between diffusion and an

active transport, the physical description of the position

XðtÞ at time t is

Ẋ ¼
ffiffiffiffiffiffi
2D
p

ẇ for a free particle;
VðsðtÞÞ for a bound particle;

�
(1)

where the variable sðtÞ describes the internal state,

accounting for the nature and the number of bound

motors going to the plus or minus MT ends. V is the

resulting transport field defined by the MTs network

organization, and it depends on the load exerted by the

transported virus on motors. When the field VðsðtÞÞ is

determined by the velocity amplitude Vi; j associated

with i bound kinesins and j dyneins, the transition

dynamics between the different states is defined by

the rates ki; j between states and the dissociation rate kd
i; j

from (i,j) to a pure Brownian dynamics. The association

rate from pure Brownian to a binding state depends in

440 Host–microbe interactions: viruses

Figure 1

(1) A viral particle binds to a specific receptor and is internalized in an endosome. (2) Virus traffics inside the endosome through the cortical actin

network. (3) The virus is transported actively in the endosome along the MTs. (4) Virus escapes from the endosome. (5) The viral motion alternates

between diffusion and active transport along the MTs. (6) Virus finally reaches a nuclear pore and delivers its genetic material.
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particular on the geometrical organization of the MTs

and the cell [18,19�]. It would be interesting to analyze

how the host–virus interactions define the switching

rates ki; j ; kd
i; j and the velocities V i; j . Indeed, many

viruses such as herpes virus [20], adenovirus [21] or

HIV [22] bind motors of different polarities which lead

to a bidirectional transport. A regulatory mechanism

should favor the switch dynamics in one direction

leading to a net velocity in that particular direction

[23]. While traveling in one direction, it is not clear

whether dyneins or kinesins work cooperatively [24�],
which should influence the resulting velocity [24�,25].

An enveloped virus can be seen as a fluid like

cargo, while motors should rigidly bind to naked viruses

[26].

Although the previous description using Eq. (1) may

allow to generate simulations of trajectories, we cannot

use it for a general analysis. However, through a math-

ematical procedure [18,19�], the switching dynamics (1)

can be coarsely grained so that the velocity Ẋ can be

written as the sum of an permanent effective drift term

bðXÞ that accounts for the ballistic periods along the

MTs and the random interactions noise termffiffiffiffiffiffi
2D
p

ðdW=dtÞ
dX

dt
¼ bðXÞ þ

ffiffiffiffiffiffi
2D
p dW

dt
; (2)

where the effective velocity bðXÞ depends on the for-

ward and backward binding rates and the mean net

velocity V̄ along MTs, obtained by averaging V over

the time. A calibration procedure to obtain such an

expression is described in [19�]. Interestingly, the back-

ward rate of cargos from the MT decreases with the

number of bound motors [25,27,28]. We will explain

later how this average description is used to derive

analytical formulas that combine all input parameters,

characterizing the infection success. We shall recall that

using computer simulations, we can only explore a small

fraction of the parameter space, but on the contrary a full

analytical expression provides the total dependency and

is usually a great help to characterize various regimes.

Analytical expressions are usually very difficult to

obtain, but when some parameters are much smaller

than others, asymptotic formulas can be derived which

relate all the parameters together.

Confined motion
Besides diffusion and directed transport along cytoske-

leton, restricted and confined motion can appear in

various conditions. Confined dynamics have been stu-

died both experimentally and theoretically [29–32]. The

simplest case is the physical restriction by impenetrable

barriers. When the barrier represents a large portion of a

three-dimensional domain, the time to escape such

region is given t� Vol=4Da, where Vol is the volume,

D the diffusion constant and a is the size of the small

opening disk [17�]. Direct chemical interactions by a

local potential can also generate a confined motion, in

that case the time to escape is the reciprocal of the

activation rate [2] and depends exponentially on the

interaction potential. A third possibility occurs when a

cargo or a virus binds simultaneously motors that travel

in opposite directions: the stochastic switch between

directions lead to a confined trajectory over a charac-

teristic distance, that depends on the exchange rate.

This situation has been described as a ‘tug of war’

[33,34]. In brief, confined motions resulting from either

physical reflection on obstacles or direct chemical reac-

tions, are the consequences of the viral dynamics in the

complex cytoplasmic environment and can be charac-

terized by the mean time to escape confinement

[17�,29,31].

From the local cytoplasm trafficking
properties to the probability and the mean
time to arrive at a small nuclear pore
The probability and the mean time to reach a nuclear pore

provide a global quantification of the cytoplasmic viral

infection step. Such quantities depend on the local

motion, the degradation rate, the MT organization and

the geometry of the cell and can be estimated asympto-

tically [35,36] when the diffusion is smaller compared to

the active motion. To derive such estimates, the rational

is to start from the individual description Eq. (2). We will

only browse here the general method and use references

for the details. In that spirit, early physical considerations

[37] led to a closed formula for the mean time t a diffusing

particle (with a diffusion coefficient D) moving in a

confined domain of volume Vol , to hit one of n small

patches of radius h located on a sphere of radius d. It is

given by [37]

t ¼ Vol
1

4pDd
þ 1� pA

4nDh

� �
; (3)

where pA ¼ ðnph2Þ=ð4pd2Þ is the ratio of n patches sur-

face to the sphere area. Interestingly, we can obtain

both quantitative and qualitative information from

formula (3). Indeed, we learn that the surface covered

by the patches is not determinant compared to the

number of holes: it is more efficient to cover a sphere

with many small holes of very small radius than to have a

single big hole [36]. Actually, in the case of pure diffu-

sion, many absorbing small holes are equivalent to an

almost totally absorbing surface [38]. However, the

description of a viral particle reaching a small target

is a bit more complex due to the interactions with

kinesins and dyneins. The number of motors, their

binding regulation, and the resulting velocity [13] are

determined in a complex manner by several factors. As

described above, in a coarse grained description of viral

trajectory, the complex motion involving motors and

free motion can be reduced to an effective drift and a

Brownian component (2).

Modeling viral cytoplasmic dynamics Dauty, Holcman and Lagache 441
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Using classical statistical physics [2,15], we will now

present how to link the single particle with the macro-

scopic description and other global measurable quantities.

To describe the viral journey in the cytoplasm, we shall

account for the viral degradation or immobilization,

modeled by a steady state degradation rate kðxÞ. To

describe the probability PN , that a single virus arrives

to a small nuclear pore alive and the associated mean time

tN , we shall first introduce the survival probability

density function (SPDF) pðx; tÞ. It is the probability to

find the viral particle alive (not degraded) and inside a

cytoplasmic volume element xþ dx at time t. It is

defined by [35],

pðx; tÞdx ¼ PrfXðtÞ 2 xþ dx; tk > t; ta > tj pig; (4)

where ta is the first time for a live virus to arrive to one of

the nuclear pore areas, denoted @N a, tk the first time that

it is degraded, and pi is the viral initial distribution. The

important and deep result [2] is that the SPDF pðx; tÞ
satisfies a partial differential equation, known as the

Fokker–Planck equation (FPE)

which describes how the probability to find a random

particle evolves in time. The first term in the right-hand

side is the contribution of the pure diffusion, the second

term corresponds to the drift, and the last term is

coming from the degradation and says that at each

moment of time, the particle can potentially be

destroyed. To account for the boundary effect, we

add the conditions

pðx; tÞ ¼ 0 for x2 @Na;
Jðx; tÞ � nx ¼ 0 x2 @V� @N a;

(6)

where the first condition says that the probability to

find the particle on @Na is zero. This is the part of the

boundary where it is absorbed irreversibly. This con-

dition is an idealized description of a nuclear pore

where upon hitting this surface, the particle is instan-

taneously translocated to the nucleus with probability

one and thus disappears from the cytoplasm. The

second condition given on @V� @Na is the remaining

reflecting area of cell surface, describing a reflected

particle, nx is the unit outer normal at a boundary point

x. This second condition is defined by the flux density

vector Jðx; tÞ as

Jðx; tÞ ¼ �Dr pðx; tÞ þ bðxÞ pðx; tÞ (7)

and is zero when no viral particle penetrates the mem-

brane surface. The exciting property is that the

probability PN that a live virus arrives at the nucleus

can be expressed using the SPDF. Indeed, it is the

probability to arrive to a nuclear pore before being

degraded and is thus total survival flux to the absorbing

boundary

PN ¼ Prfta < tkg ¼
Z

@Na

Z 1
0

Jðx; tÞ � nxdSxdt (8)

and the conditional mean time is given by

tN ¼ ½ta j ta < tk� ¼
Z 1

0

ð1� Prfta < t j ta < tkgÞ dt

¼ PN

Z 1
0

Z
@Na

tJðx; tÞ � nx dSx dt; (9)

where Prfta < tjta < tkg is the probability density func-

tion of the time to absorption, conditioned on the event

to arrive alive. Based on the small hole theory [17�],
general asymptotic expressions of PN and tN can be

derived [35]. For simplicity, we shall present here the

closed expressions obtained for flat cells (small thickness

h) and when the diffusion is smaller than the directed

motion time scale, there are [19�]:

PN ¼
bðdÞ

lnð1=eÞ2dk0 þ bðdÞ and tN

¼ ln 1=eð Þ2d

lnð1=eÞ2dk0 þ bðdÞ ; (10)

where d is the radius of the nucleus, k0 is the constant

degradation rate near the nucleus, bðdÞ is the drift

amplitude given below (see Eq. (11)) and e is the fraction

of the nucleus covered by nuclear pores. b depends on

the mean net velocity V̄ on MTs, the viral unbinding rate

k�1, the MT network organization and other viral proper-

ties such as the cytoplasmic diffusion constant D and the

effective viral diameter d . For N MTs, radially distrib-

uted, the drift is given by [19�]:

bðdÞ ¼ V̄� ðdk�1=12Þð2ph=Nð2g þ dÞÞ2

1þ ðkd2=12DÞð2ph=Nð2g þ dÞÞ2
; (11)

where g is the interaction range between molecular

motors and MTs [40]. Formula (10) says that most of

the typical trajectories are destroyed near the nucleus

and interestingly, the nucleus radius is a fundamental

parameter, not the surface. We can use them to estimate

the infection process. We have summarized in Table 1

the reported measured data for the adeno-associated

virus (AAV) and in Table 2 we present our associated

predictions for tN and PN .

The present approach is quite general and for the particu-

lar case of AAV infection, our results predict that the

442 Host–microbe interactions: viruses

@ p

@t
ðx; tÞ ¼ DD pðx; tÞ � r � bðxÞ pðx; tÞ � kðxÞ pðx; tÞ for x2V;

pðx; 0Þ ¼ piðxÞ for x2V;
(5)
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efficiency is above 90%, while the mean time to reach a

nuclear pore is around 5 min. This time accounts only for

the free cytoplasmic journey. Since the time between

virus entry and nuclear import was reported to be around

15 min [10], we suggest that the endosomal step should

last about 10 min (which is the time needed by an early

endosome to maturate into a late endosome [44]).

We end this section by pointing out the possible links

between various physical parameters we have described

here and the host–virus signaling. Indeed, either these

parameters are directly measurable such as the diffusion

constant, thedegradation rate or the velocityalong the MTs

or they are computed (the mean velocity along the MTs,

the association rate . . .). However, the host cell interaction

can modify this set of parameters. Indeed, by controlling

the level of tau-proteins, the cell regulates the binding rate

of molecular motors to the MTs and thus the velocity of the

transported viruses [45]. It would be interesting to measure

the viral velocity along MTs for various concentrations of

tau-proteins. Moreover, the MT organization can also be

modified by viral infection, which is the case for the vacinia

virus [46]. Indeed, vacinia viruses can interact with the rho

family, which results in an increase in the dynamics of MTs.

These effects can be taken into account by modifying the

velocity field in our equations and thus will affect the

probability and the time of infection.

Endosomal trafficking
Another fundamental aspect of viral trafficking concerns

the sojourn in the endosomal compartment. A top-down

approach to study how the endocytic membrane and

protein kinases regulate the endocytic machinery is

reviewed in [47]. To escape endosomes, before a critical

time, the viral payload is usually assisted by glycoproteins

for enveloped viruses or penetration proteins for naked

viral particles. To fulfill their goal these proteins have to

undergo a conformational change often resulting from

endosome acidification. Because the exit time plays a

critical role in the viral infectivity process, a recent model

(T. Lagache et al., unpublished) has been developed to

estimate the escape time. Using a discreet Markov jump

analysis [48,49], we first estimate, at a given pH, the mean

time the number of bound protons (or other pH-activated

ligands) reaches a critical threshold, which triggers the

conformational change of a given glycoprotein or penetra-

tion protein. Combining these computations with exper-

imental data [50] on the mean number of protons bound

to HA1 (a subunit of the influenza hemagglutinin (HA)),

we recovered measured conformational change kinetics

[51] and confirmed the hypothesis that only HA1 confor-

mational change is pH-dependent and other rearrange-

ments in HA proceed spontaneously [50,52].

Combining the conformational change discreet model

described above with an endosomal Poissonnian entry

of ligands, we derived for viruses that contain a small

number of glycoproteins or penetration proteins the mean

escape time from the endosome and the associated pH. In

the computations, we have considered that viruses escape

from the endosome when at least one conformational

change occurs. In particular, we found that for AAV the

mean time to escape is around 20� 5 min (which is

coherent with the observed 10 min) and when the virus

has to escape in a pH range of 6.1–6.3, this is optimally

achieved when five viral particles are inside an endosome.

Finally, this biophysical model predicts that the size of

the endosome, which may vary following endosomal

fusion or split [44], does not impact the escape much.

Perspective: how future models should
account for host–virus regulations
How virus trafficking involves the host–virus interaction

remains unclear. However, such interactions may be con-

trolled by the cell itself through regulatory mechanisms.

Modeling viral cytoplasmic dynamics Dauty, Holcman and Lagache 443

Table 2

Prediction of the probability and mean time.

Model outputs Description Value

tN Mean first passage time of

a live virus to a nuclear pore

tN ¼ 317 s� 5 min

PN Probability a virus reaches

a nuclear pore before

being degraded

PN ¼ 91%

Table 1

Model parameters.

Parameters Description Value

d Nuclear radius d ¼ 8 mm

e Nuclear pores relative surface e ¼ 2% [39]

N Number of MTs N ¼ 800 [40]

h Cell thickness h ¼ 9 mm [40]

k0 Degradation rate (measured for plasmids) k0 ¼ 1=3600 s�1 [41]

g Interaction range between motors and MTs g ¼ 50 nm[40]

D Cytoplasmic diffusion of the virus D ¼ 1:3 mm2 s�1 (for the AAV [10])

d Diameter of the virus d ¼ 30 nm (for the AAV [10])

V̄ Averaged net velocity of the virus on MTs V̄ ¼ 0:2 mm s�1 (10% [42] of the minus end velocity 2 mm s�1 [10])

k�1 Virus unbinding rate from MTs k�1 ¼ 0:05 s�1 (dynein processivity [43])

www.sciencedirect.com Current Opinion in Microbiology 2009, 12:439–445
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For example by controlling the level of tau-proteins, the

cell regulates the binding rate of molecular motors to the

MTs and thus the velocity of transported viruses [45]. In

addition, by taking into account the host–virus interactions,

it will allow us to further analyze how various parameters,

such as the mean transport velocity, the binding and

unbinding rates, the organization of MTs, the degradation

rate, and many others are modified. This analysis should

reveal the specificity of each viral infection and its relation

to the cell response.

More specifically, concerning early steps of viral infec-

tion, we can identify three functional modules in which

the host–virus interaction modulates the viral trajectory

and the infection process. These modules interact with

one another through a complex host-cell communication

and they require specific biophysical modelings: first,

during the entrance step, viruses interact with specific

cell surface receptors, that will determine the fate and/or

the viral pathway in the cytoplasm. For example, fusion

proteins of widely disparate enveloped viruses comple-

tely metamorphose during viral entry [53]. In particular,

the interaction of the retrovirus avian leukosis virus with

the cell membrane specific receptor transforms its pH-

independent glycoproteins to pH-dependent ones. As a

consequence the fusogenic activity at low pH [54] is

deployed which is necessary for the endosomal escape.

In the case of AAV, cells and serotype specific receptors

lead to a broad class of endocytic pathways [55]. Each

pathway is characterized by a specific endosomal environ-

ment and an escape dynamical process, both lead to

different viral escape location. In addition, the number

of viruses per endosome should be crucial for the escape

dynamics (T. Lagache et al., unpublished). It will inter-

esting to study for each cases the fraction of viral particles

that can reach the nucleus. The second module consists of

the endosomal step. Although, the escape time from

endosomes can be computed from the conformational

changes of viral active proteins (T. Lagache et al., unpub-

lished), the escape location depends on the surface re-

ceptor interactions (first module). Both the escape

location and the associated pH are key input parameters

for the third module, which consists of the free cyto-

plasmic step starting from the endosomal escape and

ending at a nuclear pore. For example, the pH-dependent

AAV capsid denaturation in the endosome should impact

its cytoplasmic ubiquitination [56] that will in turn com-

petitively increase its proteasome-mediated degradation

and enhance capsid disassembly and subsequent nuclear

import [56]. Although this degradation process can be

accounted directly in the degradation rate k, a refined

model would be needed to describe in detail how this

competition process influences viral trajectories.

Finally, to find the optimal infection pathways, all three

modules should be coupled and the output parameters of

one will serve as the inputs for the next one. For example,

in the case of AAV, it would be interesting to determine

how the escape pH and subsequent capsid denaturation

impacts cytoplasmic degradation rate k through the pro-

teasome-mediated digestion of the capsid. Because each

virus is routed to a specific pathway through a complex

host-cell communication, a quantitative analysis of each

single pathway would be needed. More fascinating, as

viruses infect cells and the host cell interaction starts to

change, viruses should see a different cell environment

depending on their arrival time at the surface.
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