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1 Introduction

Gene expression is the process by which genes are transcribed into messenger RNA (mRNA) molecules which are in turn translated into proteins. Gene regulatory networks consist of groups of genes whose functions can be positively or negatively affected by various signals and/or molecular interactions, which promote or inhibit the production of proteins (Alberts 1998). In this study, we focus on post-transcriptional (or translational) regulation by small RNAs. Post-transcriptional regulation occurs between the transcription and translation of a gene (Alberts 1998). There are many types of post-transcriptional regulation, and nearly all genes can be controlled in this way. We focus on two types of post-transcriptional regulation: RNA interference (RNAi) (Alberts 1998), and post-transcriptional regulation of the tumour suppressor gene, PTEN (Sumazin et al. 2011). In particular, the PTEN process was chosen because of the important role PTEN plays in the prevention of tumourigenesis, as explained in Sect. 1.2. As we shall see in Sect. 2.1, both processes can be modelled by the same general framework, which we present in terms of the PTEN problem. Formulation of the RNAi problem as a particular case of the general model is presented in Sect. 2.2. We present the results of our stochastic simulations in Sect. 3, and conclude in Sect. 4 with a discussion of our results and ideas for future work. First, let us introduce the biological motivation behind each problem.

1.1 RNA interference in the nucleus

In eukaryotes, mRNA transcription occurs within the nucleus. Once transcribed, mRNAs form complexes with proteins, and are dispersed throughout the nucleus as they move by Brownian motion (Vargas et al. 2005). They subsequently exit the nucleus via small pores on the surface of the nucleus, roughly 120 nm in diameter, to be translated into protein in the cytoplasm (Grunwald et al. 2010). RNA interference (RNAi) is a biological process in which this gene expression is regulated via interactions between small RNA molecules, known as small interfering RNA (siRNA), and specific target mRNA molecules (Alberts 1998). The siRNA are initially formed of two ~22-nucleotide strands of RNA, but are subsequently cleaved into two individual strands, one of which is incorporated into the RNA-induced silencing complex (RISC). Once an siRNA binds to an mRNA target, the mRNA is degraded by Argonaute (Ago), the catalytic component of RISC.
A recent study by Robb et al. (2005) revealed a new role for RNAi in nuclear post-transcriptional regulation, by demonstrating siRNA-induced, RNAi-mediated degradation of target mRNAs in the nucleus of HeLa cells. This process results in down-regulation of target genes, as the number of target transcripts that reach the translation machinery in the cytoplasm is reduced. Additionally, Paul et al. (2002) reported the existence of nuclear post-transcriptional regulation, with results that support the hypothesis of Robb et al. that certain siRNAs can suppress mRNAs before they are able to exit the nucleus for translation in the cytoplasm (Robb et al. 2005; Paul et al. 2002).

We formulate this process in terms of a narrow escape problem, as an mRNA diffusing in the nucleus, bounded by the nuclear membrane save for a few small nuclear pores, and study the probability of an mRNA escaping into the cytoplasm via a nuclear pore before it is bound to and degraded by siRNAs (Schuss et al. 2007).

1.2 Post-transcriptional regulation of PTEN in the cytoplasm

In addition to RNAi, we also study post-transcriptional control of the tumor suppressor gene, PTEN. PTEN plays an important role in the prevention of tumor initiation and progression by promoting apoptosis (Salmena and Carracedo 2008). Translation of an mRNA begins in the cytoplasm via binding of “free” ribosomes to the mRNA. When a protein is destined for cell secretion, its polypeptide chain contains a short sequence of amino acids known as the endoplasmic reticulum (ER)-targeting signal sequence (Alberts et al. 2008). If an ER-targeting signal sequence is read by a ribosome, it facilitates the transport of the mRNA, and the partially-translated protein, to the rough ER, where translation of the protein continues. Once fully translated, the protein is secreted to the recipient cell, while the mRNA remains bound to the ER for further translation (Alberts et al. 2008). Putz et al. (2012) demonstrated that the PTEN protein, commonly localised in the cytoplasm and nucleus of a cell, is also secreted from the cell. From this, we assume in our models that if a PTEN mRNA binds to a ribosome, it localizes to the ER and, once it is bound at the ER, it remains bound.

By a similar mechanism to RNAi, PTEN is post-transcriptionally regulated via binding of small RNA molecules, known as microRNAs (miRNAs), to the 3′-untranslated region (UTR) of its mRNA (Sumazin et al. 2011). In contrast to siRNA-mRNA binding, miRNA-mRNA binding is thought to primarily result in repression of mRNA translation, although mRNA degradation has also been observed (Jackson and Standard 2007). In the model developed below we will assume that binding by an miRNA results in permanent translational repression of the mRNA.

As reported by Sumazin et al. (2011), an assortment of modulation mechanisms can affect this regulation of PTEN by miRNAs. One such mechanism occurs when binding sites are blocked, preventing miRNAs from binding to their targets. In 2010, Eiring et al. suggested that specific decoy RNAs (“decoys”) can achieve this by binding to the same sites as miRNAs, thereby interfering with miRNA-mRNA interactions. If these decoys block the binding sites of PTEN mRNAs, then PTEN will be up-regulated as there will be fewer opportunities for miRNAs to bind and repress PTEN translation. A schematic is shown in Fig. 1.
Fig. 1  A schematic of the miRNA-PTEN post-transcriptional regulatory process, with miRNAs and decoys competing for binding to PTEN mRNA

Again, we formulate this process in terms of a narrow escape problem (Schuss et al. 2007; Holcman et al. 2004): an mRNA molecule is confined to the cytoplasm by the cell membrane, save for a few small, stationary targets (ribosomes) via which the particle can escape into the ER. In our model we assume that the time for translocation of an mRNA to the ER is negligible, and that, if an mRNA comes into contact with a ribosome before it is repressed, it is irreversibly removed from the system (representing instantaneous and permanent removal to the ER). We also assume that ribosomal diffusion is negligible compared to mRNA diffusion. We study the probability of an mRNA binding to a ribosome, and subsequently translocating (escaping) to the ER, before it is repressed by miRNAs.

1.3 Mean time to threshold

Cooperativity of siRNAs/miRNAs can be defined as the repression of a target as a result of the positive interaction between two or more siRNAs/miRNAs in the same 3′UTR (Broderick et al. 2011). In particular, for the PTEN problem, a study by Xiao et al. (2008) suggested a potential cooperativity between miR-17-5p and miR-19 in the repression of PTEN (Xiao et al. 2008). Broderick et al. (2011) suggested at least three distinct regulatory mechanisms (see Fig. 2) that could account for the increase in target repression of mRNAs containing multiple binding sites (Broderick et al. 2011):

1. **Cooperative binding**—Binding of an siRNA/miRNA-Ago complex to a site increases the affinity of a second complex to an adjacent site. Silencing of the transcript may arise from interactions between adjacent Ago proteins.

2. **Cooperative function**—Multiple siRNA/miRNA-Ago complexes bind to a target independently of one another, but the interaction of one complex could recruit binding proteins that repress the target. Along with an increase in the number of complexes bound, there would be also be an increase in the likelihood of repressive factors being recruited to the mRNA.

3. **Multiple, independent sites**—Each siRNA/miRNA-Ago complex functions independently, but as the number of binding sites increases, the probability of a complex locating a site increases.
Fig. 2 Three potential regulatory mechanisms that could account for the increased repression activity observed in target transcripts containing multiple siRNA/miRNA binding sites (see main text for details). 

Using this idea of cooperativity, we analyse the probability of mRNA repression by siRNAs/miRNAs by examining the mean time to threshold (MTT) of the number of bound siRNAs/miRNAs.

2 Model formulation

In this section, we present a general framework to estimate the probability, \( P_a \), of an mRNA reaching a small target before it is repressed by miRNAs/siRNAs. We use a stochastic modelling approach to account for the small number of mRNAs and binding sites for siRNAs/miRNAs. In the case of RNAi in the nucleus, \( P_a \) represents the probability that the mRNA physically translocates outside the nucleus via a nuclear pore before degradation. In the case of PTEN regulation in the cytoplasm, \( P_a \) corresponds to binding of an mRNA to a ribosome for translocation to the ER before irreversible translational repression.

In Sect. 2.1, we present the two-dimensional Markov Chain model for PTEN regulation in the cytoplasm. In Sect. 2.2, we use Markov Chain analysis to explicitly compute the escape probability for the one-dimensional model of RNAi in the nucleus.

2.1 General model framework for post-transcriptional regulation of PTEN

In this section, we formulate a model for the safe delivery of a PTEN mRNA to the ER, via binding to a ribosome (represented by a small, stationary target within the cytoplasm). We assume that mRNAs have binding sites which are complementary to two types of small RNAs: miRNAs, \( s \), that are capable of repressing the mRNA, and decoys, \( d \), that can protect the mRNA from repression by blocking the binding sites.

We assume that when a decoy is bound to a site, no miRNA can bind to that same site,
and vice versa. In general, miRNAs and decoys compete for the same binding sites, and we will consider both reversible and irreversible binding to these sites. When the number of miRNAs bound to an mRNA exceeds a certain threshold, \( T \), the mRNA is considered to be irreversibly repressed.

In general, we consider that all small RNAs are freely diffusing, with diffusion coefficient, \( D_s \), in a confined domain, and are present in large proportion compared to the number of mRNAs (Ragan et al. 2011). The mRNAs are modelled as diffusing particles with a diffusion coefficient, \( D_m \). The diffusion coefficient for the small RNAs is such that \( D_s \gg D_m \) (Morozova et al. 2012). Each mRNA has a finite and small number of binding sites, \( N_b \) (assumed to be in the range of 10–20). The PTEN model assumes that these interactions between the mRNA, miRNA and decoys are taking place in the cytoplasm. The parameters for both this model and the RNAi model are summarized below.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau )</td>
<td>Mean time of mRNA to a pore/target</td>
</tr>
<tr>
<td>( k_f )</td>
<td>Forward binding rate of small RNAs to an mRNA</td>
</tr>
<tr>
<td>( k_s )</td>
<td>Unbinding rate of siRNAs/miRNAs, ( s )</td>
</tr>
<tr>
<td>( k_d )</td>
<td>Unbinding rate of decoys, ( d )</td>
</tr>
<tr>
<td>( N_b )</td>
<td>Total number of binding sites on a single mRNA</td>
</tr>
<tr>
<td>( T )</td>
<td>Threshold number of bound miRNAs/siRNAs required for mRNA repression</td>
</tr>
</tbody>
</table>

The motion of an mRNA, \( x(t) \), in a confined domain, \( \Omega \), is described by the Brownian dynamics

\[
dx = \sqrt{2} B(x) \, dw(t),
\]

where \( B(x) \) is a diffusion tensor, and \( w(t) \) is a vector of independent standard Brownian motions (Holcman et al. 2012). The state of each mRNA can be described by the probability density function

\[
Pr \{ x(t) \in x + dx, s(t) = s, d(t) = d \} = p_{s,d}(x, t)dx,
\]

which represents the probability that an mRNA is found at position \( x \) at time \( t \) with \( s \) miRNAs and \( d \) decoys bound. When the number of bound miRNAs, \( s \), reaches a threshold, \( T \), the mRNA is repressed. For \( N \) small targets, of radius \( \varepsilon \ll 1 \), in the interior the domain, the narrow escape problem can be formulated as a mixed Dirichlet-Neumann boundary value problem (BVP) (Cheviakov et al. 2010), with boundary conditions

\[
p_{s,d}(x, t) = 0 \quad \text{for } x \in \partial \Omega_a \quad \text{(3)}
\]

\[
\frac{\partial B B^T(x)}{\partial n(x)} p_{s,d}(x, t) = 0 \quad \text{for } x \in \partial \Omega_r. \quad \text{(4)}
\]
where 0 ≤ s ≤ T, s + d ≤ N_b, and n(x) is the outward unit normal on x ∈ ∂Ω_r.

Condition (3) states the assumption that, for j = 1, . . . , N, if an mRNA arrives at the surface of the j-th target, ∂Ω_e_j, where ∂Ω_a = ∪_{j=1}^{N} ∂Ω_e_j is the total surface area occupied by all pores, then it will leave the domain almost surely, i.e., with probability one. Condition (3) is the zero-flux boundary condition for the rest of the domain, ∂Ω_r = ∂Ω − ∂Ω_a.

2.1.1 Master–Fokker–Planck equation

The joint probability density function (Jpdf) is the solution of a Master–Fokker–Planck equation (Schuss 2010) that we shall formulate now. For 0 < s < T and 0 < d < N_b, it is given by

\[
\frac{\partial}{\partial t} p_{s,d}(x, t) = \text{div}(BB^T(x) \nabla p_{s,d}(x, t)) - 2k_f(N_b - s - d)p_{s,d}(x, t)
\]

\[
- (k_b^s + k_b^d) p_{s,d}(x, t) + k_b^s (s + 1) p_{s+1,d}(x, t),
\]

\[
+ k_b^d (d + 1) p_{s,d+1}(x, t) + k_f(N_b - s - d + 1)p_{s-1,d}(x, t)
\]

\[
+ k_f(N_b - s - d + 1)p_{s,d-1}(x, t).
\] (5)

Here, we make the assumption that s and d are abundant in the cytoplasm, such that binding does not affect their total amount in the cytoplasm (Ebert 2010). The Markov Eq. (44) has been derived in the classical approximation where we considered that during the time interval [t, t + Δt], if there are already s and d bound miRNAs and decoys, respectively, an miRNA or decoy can bind with rate k_f(N_b − s − d)Δt. A miRNA (or decoy) can unbind with rate k_b^sΔt (or k_b^dΔt). A more detailed description of the derivation of the Jpdf is given in Dao Duc and Holcman (2001). The mathematical difficulty and novelty here is to examine the master equations at the reaction boundaries: when the number of bound miRNAs is equal to the threshold T, the mRNA is repressed and we assume that the rate of return from the state s = T to any previous state is zero. This is modeled as an absorbing boundary condition to repression: for all time, t, and for all d, p_{T+1,d}(t) = 0. Similarly, we assume there are no transitions to or from negative states, i.e., p_{s,d} = 0 for s < 0 or d < 0, and that the maximum number of possible bindings is N_b, i.e., p_{s,d} = 0 for s + d > N_b. The master equations associated with these boundary conditions are detailed in Appendix A.

The transition diagram is summarized in Fig. 3. The general system of equations cannot, in general, be solved analytically. However we can compute various quantitates asymptotically or via the stochastic simulation algorithm (SSA) (Gillespie 1977). Quantitates of interest include the probability that an mRNA escapes to the ER (by locating a ribosome) before it is repressed (see Fig. 9a).

2.1.2 Reduction of the Master–Fokker–Planck to a Markov chain

To estimate the probability of an mRNA exiting the domain before repression, we integrate the Master-Fokker-Planck equations over the domain, Ω (n.b. unless stated otherwise, we assume that the subscript {s, d} represents that there are s miRNAs and...
Fig. 3 Markov chain diagram for the mRNA state. The general transitions are represented in the inner diagram, while we emphasize the boundary condition. The rectangle represents the state where the mRNA is repressed (absorbing state). From each non-absorbing state, there is also a probability to exit, represented in the diagram as \textit{asterisk}.

$d$ decoys bound to the mRNA, with $s \in [0, T]$ and $d \in [0, N_b - s]$). The survival probability of a particle at time $t$ is given by

$$p_{s,d}^S(t) = \int_{\Omega} p_{s,d}(x,t) \, dx,$$

which is the probability of an mRNA being found intact within the domain at time $t$ given any initial position, $x$, in the domain, $\Omega$. From this, we define the conditional outflux probability as

$$J_{s,d}(t) = \oint_{\partial \Omega_d} \frac{\partial B(x)B^T_T p_{s,d}}{\partial n}(x,t) \, dS_x,$$

which represents the instantaneous arrival rate of an mRNA to a target. Binding to targets is rare as targets occupy only a small fraction of the domain. Therefore, the flux can be approximated in the small hole limit as (Schuss et al. 2007)

$$J_{s,d}(t) = \frac{1}{\tau} p_{s,d}^S(t),$$

where $\tau$ is the mean arrival time of an mRNA to a target. This mean first passage time (MFPT) does not depend on the number of bound miRNAs/decoys, but does depend on the diffusion properties of the mRNA and the number of targets. For constant isotropic diffusion, $\tau$ has been calculated for various geometries and binding site configurations. The details of these formulas are recalled in Appendix B. The formulas are used below where they are compared with stochastic simulations. The survival probability, given
by (6), of an mRNA being found intact in the domain at time $t$, satisfies the general
CME Dao Duc et al. (2001),

$$\frac{\partial}{\partial t} p_{s,d}^S(t) = -\frac{1}{\tau} p_{s,d}^S(t) - 2k_f(N_b - s - d)p_{s,d}^S(t) - (k_b^s + k_b^d)p_{s,d}^S(t)$$

$$+ k_b^s(s + 1)p_{s+1,d}^S(t) + k_b^d(d + 1)p_{s,d+1}^S(t)$$

$$+ k_f(N_b - s - d + 1)p_{s-1,d}^S(t) + k_f(N_b - s - d + 1)p_{s,d-1}^S(t).$$

The boundary terms are obtained similarly to those derived in Appendix A, by inte-
egrating over the domain, $\Omega$.

The first time, $\bar{\tau}T$, that the number of bound miRNAs reaches the threshold, $T$, is
known as the “mean time to threshold” (MTT). It allows us to define the escape
probability $P_a$ that the mRNA escapes before it is repressed. Similarly, we can define
the probability that an mRNA is repressed before it escapes as $P_d$. The probability that
an mRNA exits the domain before it is repressed is the sum over all probabilities that
there are $s < T$ bound miRNAs when an mRNA reaches a target at time, $t$, that is,

$$P_a(t) = \sum_{s=0}^{T-1} \frac{1}{\tau} p_{s,d}^S(t) + \sum_{d=N_b-T}^{N_b} \sum_{s=0}^{N_b-d} p_{s,d}^S(t).$$

The overall exit probability for an intact mRNA is

$$P_a = \int_0^\infty P_a(t)dt. \quad (10)$$

Similarly, the probability of an mRNA being repressed before it escapes can be defined
as

$$P_d = \sum_{k=0}^{N_b-T} \sum_{d=0}^{N_b-T} p_{T,k}^S(\infty), \quad (11)$$

where

$$p_{T,d}^S(\infty) = \lim_{t \to \infty} p_{T,d}^S(t). \quad (12)$$

Combining (9) and (10), and using the conservation of probability, we can re-formulate
this as

$$P_a = \sum_{s=0}^{T-1} \sum_{d=0}^{N_b-T} \int_0^\infty J_{s,d}(r)dr + \sum_{d=N_b-T+1}^{N_b} \sum_{s=0}^{N_b-d} \int_0^\infty J_{s,d}(r)dr. \quad (13)$$

In the small hole approximation, the exit time is Poissonian (Schuss et al. 2007). To
estimate the survival probability, we integrate the Markov chain over the domain, $\Omega$, and simplify our results by defining
\[ a_{s,d} = \int_{0}^{\infty} p_{s,d}^S(t) \, dt, \quad (14) \]

which represents the probability of an mRNA being found intact within the domain at any time. From this, (13) can be written as

\[ P_d = \frac{1}{\tau} \sum_{s=0}^{T-1} \sum_{d=0}^{N_b-T} a_{s,d} + \frac{1}{\tau} \sum_{d=N_b-T+1}^{N_b-d} \sum_{s=0}^{N_b-d} a_{s,d}. \quad (15) \]

The probability \( a_{s,d} \) satisfies

\[ 0 = -\frac{1}{\tau} a_{s,d} - 2k_f (N_b - s - d) a_{s,d} - (k_b^s s + k_b^d d) a_{s,d} \]
\[ + k_b^s (s+1)a_{s+1,d} + k_b^d (d+1)a_{s,d+1} \]
\[ + k_f (N_b - s - d + 1) a_{s-1,d} + k_f (N_b - s - d + 1) a_{s,d-1}. \quad (16) \]

for \( 0 < s < T \) and \( 0 < d < N_b - T \). This results from

\[ \lim_{t \to \infty} p_{s,d}^S(t) = 0, \quad \text{for } s \neq T, \]

in that, the probability to find the mRNA inside the cytoplasm is zero except in the following cases:

\[ p_{T,d}(\infty) = k_f (N_b - T - d + 1) a_{T-1,d}, \text{ where } N_b - T > d \geq 0 \]
\[ p_{T,N_b-T}(\infty) = k_f a_{T-1,N_b-T}, \]

which corresponds to the probability of mRNA repression at \( t = \infty \). For \( s = 0 \) and \( d = 0 \), we further obtain the boundary conditions,

\[ -1 = -\frac{1}{\tau} a_{0,0} - 2k_f N_b a_{0,0} + k_b^s a_{1,0} + k_b^d a_{0,1} \quad (18) \]
\[ 0 = -\frac{1}{\tau} a_{0,N_b} - k_b^d N_b a_{0,N_b} + k_f a_{0,N_b-1}, \quad (19) \]

using (17) and the initial condition,

\[ p_{0,0}(0) = 1. \]

Thus we have the following set of conditions. For \( N_b > d > 0 \),

\[ 0 = -\frac{1}{\tau} a_{0,d} - 2k_f (N_b - d) a_{0,d} - k_b^d d a_{0,d} + k_b^s a_{1,d} \]
\[ + k_b^d (d+1)a_{0,d+1} + k_f (N_b - d + 1) a_{0,d-1}. \]

\[ \square \]
For $T - 1 > s > 0$,
\[
0 = -\frac{1}{\tau} a_{s,0} - 2k_f(N_b - s)a_{s,0} - k_b^d s a_{s,0} + k_b^s(s + 1)a_{s+1,0} \\
+ k_b^d a_{s,1} + k_f(N_b - s + 1)a_{s-1,0}.
\]

For $s = T - 1$, $N_b - T > d > 0$,
\[
0 = -\frac{1}{\tau} a_{T-1,d} - 2k_f(N_b - T + 1 - d)a_{T-1,d} \\
- (k_b^s(T - 1) + k_b^d d)a_{T-1,d} + k_b^d (d + 1)a_{T-1,d+1} \\
+ k_f(N_b - T - d + 2)a_{T-2,d} + k_f(N_b - T - d + 2)a_{T-1,d-1}.
\]

For $T > s > 0$, $N_b - s = d$,
\[
0 = -\frac{1}{\tau} a_{s,N_b-s} - (k_b^s s + (N_b - s)k_b^d)a_{s,N_b-s} + k_f a_{s-1,N_b-s} \\
+ k_f a_{s,N_b-s-1}.
\]

Using the stochastic simulation algorithm, we simulate the number of bound decoys and miRNAs on a single mRNA (Fig. 6), for particular values of the reversible and irreversible binding rates.

2.1.3 Computing the escape probability $P_a$

Irreversible binding $k_b^s = k_b^d = 0$

In the irreversible case ($k_b^s = k_b^d = 0$), we can compute the survival probability using the method of DaoDuc and Holcman (2001), namely by summing probabilities over all trajectories starting from (0,0) and leading to the repression state (T,m). We start by considering the path $\sigma$ with $n$ bindings ($T \leq n \leq N_b$) for which the associated probability is
\[
P(\sigma) = \left(\frac{1}{2}\right)^n \frac{k_f(N_b - i)}{\prod_{i=0}^{n-1} k_f(N_b - i) + 2/\tau}.
\]

(20)

The number of these paths of length $n$ is then $\binom{n-1}{T-1}$, since there are $T$ bindings with miRNAs including the last one. Thus, the probability of repression before exit, $P_d$, is given by
\[
P_d = \sum_{k=T}^{N_b} \binom{k-1}{T-1} \left(\frac{1}{2}\right)^k \prod_{i=0}^{k-1} \frac{k_f(N_b - i)}{k_f(N_b - i) + 2/\tau}.
\]

(21)

We use Formula (21) in Fig. 7 to plot and compare $P_a$ as a function of $T$ with stochastic simulations and observe good agreement for different values of $\tau k_f$. When the exit
time is large compared with the binding time \((\tau \gg 1/k_f)\), we can approximate
\[
\frac{k_f (N_b - i)}{k_f (N_b - i) + 2/\tau} = \frac{1}{1 + 2/(\tau k_f (N_b - i))} \approx 1
\]
in (21) and thus obtain
\[
P_d \approx \sum_{k=T}^{N_b} \binom{k-1}{T-1} \frac{1}{2^k}, \tag{22}
\]
which can indeed be interpreted in the following way: neglecting the probability to exit (as \(\tau\) the mean time to exit is large compared to the mean binding time \(1/(k_f (N_b - i))\) to either a decoy or miRNA), the Markov chain converges to a steady state distribution where the number of bound decoys is binomial with parameters \((N_b, 1/2)\). Thus, the probability of repression is given by (22).

**Reversible binding**

In general, when there are both miRNAs and decoys with reversible binding, the escape probability cannot be resolved analytically. However, using the stochastic simulation algorithm, we obtain the escape probability, as shown in Fig. 9. The simulation in Fig. 9 reveals that the formula obtained in the irreversible case (red line) can be used to approximate the escape probability for small values of \(\tau\) (until \(\tau k_f = 1\)).

Now that we have presented the two-dimensional model for PTEN post-transcriptional regulation, let us introduce the one-dimensional model for RNAi in the cytoplasm.

### 2.2 The RNAi model \((d = k^d_b = 0)\)

We consider the case that there are no decoys in the system, which we study via the process of RNAi in the nucleus.

#### 2.2.1 Re-formulation of the probability density function

We present a model for the escape of an mRNA from the nucleus via small nuclear pores before being degraded by siRNAs. The model accounts for multiple siRNA binding sites on the mRNA. When the number of siRNAs, \(S\), bound to an mRNA exceeds a given threshold, \(T\), the mRNA is considered to be degraded. When an siRNA occupies a site, no other siRNA can bind. We assume that siRNAs are freely diffusing in the nucleus and that siRNA-mRNA binding is irreversible. We compute the escape probability, \(P_a\), that an mRNA exits the nucleus intact, that is, it escapes through a nuclear pore before there are \(T\) siRNAs bound. We characterize the mRNA by (2), with survival probability (6) satisfying the Markov chain (see Fig. 4)

\[
\frac{d}{dt} p_s^S(t) = -\frac{1}{\tau} p_s^S(t) - (N_0 - s)k_f p_s^S(t) - k^b_s p_s^S(t) + k_f (N_0 - s + 1) p_{s-1}^S(t) + k^b_s (s + 1) p_{s+1}^S(t),
\]
with boundary conditions

\[
\frac{d}{dt} p^S_{T-1}(t) = -\frac{1}{\tau} p^S_{T-1}(t) - k_f^S(T-1) p^S_{T-1}(t) - k_f(N_0 - T + 1) p^S_{T-1}(t) + k_f(N_0 - T + 2) p^S_{T-2}(t)
\]

\[
\frac{d}{dt} p^S_0(t) = -\frac{1}{\tau} p^S_0(t) - k_f N_0 p^S_0(t) + k_f^S p^S_1(t)
\]

\[
\frac{d}{dt} p^S_T(t) = k_f(N_0 - T + 1) p^S_{T-1}(t),
\]

using the fact that the transition rate from state \(T\) to \(T-1\) is zero.

2.2.2 Computing the escape probability, \(P_a\)

Irreversible binding

In the irreversible case, \(k_f^S = 0\), defining the probability of an mRNA with \(s\) siRNAs bound being found intact within the domain at any time, \(t\), as

\[
a_s = \int_0^\infty p^S_s(t) dt,
\]

the Markov chain simplifies to, for \(0 < s < T - 1\),

\[
0 = -\frac{1}{\tau} a_s - k_f(N_0 - s) a_s + k_f(N_0 - s + 1) a_{s-1},
\]

with \(a_T = 0\) and the boundary conditions given by

\[
-1 = -\frac{1}{\tau} a_0 - k_f N_0 a_0
\]

\[
0 = -\frac{1}{\tau} a_{T-1} - k_f(N_0 - T + 1) a_{T-1} + k_f(N_0 - T + 2) a_{T-2}
\]

\[
p^S_T(\infty) = k_f(N_0 - T + 1) a_{T-1}.
\]

Initially the mRNA is not bound by any siRNAs so \(p^S_s(0) = \delta_s\). The escape probability is given by

\[
P_a = \frac{1}{\tau} \sum_{k=0}^{T-1} a_s,
\]
while the conservation of probability leads to the relation

\[ P_a + p_f^S(\infty) = 1. \]  \hspace{1cm} (28)

A direct solution of (24) and (25) gives, for \( s < T \),

\[ a_s = \frac{k_f(N_b - s + 1)}{1/\tau + k_f(N_b - s)}a_{s-1}, \]  \hspace{1cm} (29)

where \( a_0 = \frac{\tau}{1 + k_f N_b \tau} \). Thus,

\[ a_s = k_f^s \frac{(N_b)!}{(N_b - s)!} \prod_{j=0}^{s-1} \frac{1}{1/\tau + k_f(N_b - j)}. \]  \hspace{1cm} (30)

Using (27) and (30), the probability that the mRNA escapes the domain intact is given by

\[ P_a(T, N_b, x) = \sum_{s=0}^{T-1} x^s \frac{N_b!}{(N_b - s)!} \prod_{j=0}^{s-1} \frac{1}{1 + (N_b - j)x}, \]  \hspace{1cm} (31)

where \( x = \tau k_f \). In Fig. 5, we plot the analytical solution of (31) and compare it to simulations obtained with the SSA, for varying values of the parameter \( x = \tau k_f \) and the threshold, \( T \). The excellent agreement supports the accuracy of the models and analysis.

**Fig. 5** Escape probability as a function of the threshold \( T \) (bound miRNAs) for the RNAi problem (no decoys). (a) Comparison between stochastic simulations (square) and analytical Formula (31) (dotted line) in the irreversible binding case for different values of \( x = \tau = 0.1, 1, 10 \). (b) Same as in (a) but with reversible binding case and a comparison with analytical formula (38). For each value of \( T \), we perform 1,000 SSA simulations with \( N_b = 20 \) and \( k_b^s = k_f = 1 \)
Reversible binding

In the reversible case, the Markov chain is given by

\[ 0 = -\frac{1}{\tau} a_s - k_f (N_b - s)a_s - k_b^s s a_s \]
\[ + k_b^s (s + 1)a_{s+1} + k_f (N_b - s + 1)a_{s-1}, \]  
(32)

with boundary conditions given by

\[ -1 = -\frac{1}{\tau} a_0 - k_f N_b a_0 + k_b^s a_1 \]  
(33)
\[ 0 = -\frac{1}{\tau} a_{T-1} - k_f (N_b - T + 1)a_{T-1} - k_b^s (T - 1)a_{T-1} \]
\[ + k_f (N_b - T + 2)a_{T-2} \]  
(34)
\[ p_T^S(\infty) = k_f (N_b - T + 1)a_{T-1}. \]

We note that (32) can be written as a tridiagonal matrix equation

\[
M \begin{pmatrix} a_0 \\ a_1 \\ \vdots \\ a_{T-1} \end{pmatrix} = \begin{pmatrix} -1 \\ 0 \\ \vdots \\ 0 \end{pmatrix},
\]  
(35)

where \( M \) is the tridiagonal matrix

\[
M = \begin{pmatrix}
\alpha_0 & \beta_1 & 0 & \cdots & 0 \\
\gamma_1 & \alpha_1 & \beta_2 & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & 0 & \gamma_{T-1} & \alpha_{T-1} \\
\end{pmatrix},
\]  
(36)

with

\[ \beta_i = k_b^s i \]
\[ \gamma_i = (N_b - i + 1)k_f \]
\[ \alpha_i = -\left(1 + \beta_i + \gamma_{i+1}\right). \]  
(37)

Thus, the probability to reach the threshold, \( T \), is given by

\[ P_T = k_f (N_b - T + 1)a_{T-1} = -k_f (N_b - T + 1)m_{T-1}^{-1}, \]  
(38)
where \( m_{ij}^{-1} = (M^{-1})_{ij} \) for \( 1 \leq i, j \leq T \). A direct computation gives

\[
m_{T1}^{-1} = \frac{(-1)^{T+1} \prod_{k=1}^{T-1} \gamma_k}{\theta_T},
\]

where \((\theta_n)_{n \in \mathbb{N}}\) is a sequence satisfying a second order induction relation with polynomial coefficients given by

\[
\theta_i = \alpha_{i-1} \theta_{i-1} - \beta_{i-1} \gamma_{i-1} \theta_{i-2},
\]

with \( \theta_0 = 1 \) and \( \theta_1 = \alpha_0 \) (Usmani 1994). Using the expressions for \( \alpha_i, \beta_i \) and \( \gamma_i \), we obtain

\[
P_T(\infty) = \frac{k_i^T N_b!}{(N_b - T)! u_T},
\]

where the sequence \( u_n \) satisfies, for \( i > 1 \),

\[
\begin{align*}
\tag{40}
 u_{i+1} &= \left( \frac{1}{\tau} + k_b^s i + k_f (N_b - (i + 1) + 1) \right) u_i + k_b^s k_f i (N_b - i + 1) u_{i-1}, \\
\end{align*}
\]

with \( u_0 = -1 \) and \( u_1 = \frac{1}{\tau} + k_f N_b \). However, the series \( u_n \) cannot be obtained explicitly in a simple closed form. As a particular example, \( T = 3 \) gives

\[
P_T(\infty) = \frac{\bar{k}_b^3 N_b (N_b - 1) (N_b - 2)}{Q(\bar{k}_f, \bar{k}_b^s, N_b)},
\]

where

\[
\begin{align*}
\tag{42}
 Q(\bar{k}_f, \bar{k}_b^s, N_b) &= 1 + \bar{k}_f \sum_{0 \leq i \leq 2} (N_b - i) + \bar{k}_f^2 \sum_{0 \leq i \neq j \leq 2} (N_b - i)(N_b - j) \\
&\quad + \bar{k}_b^s [3 + 2 \bar{k}_f + \bar{k}_f (2N_b^2 + 2\bar{k}_f N_b (N_b - 1) + 5N_b - 6)] \\
&\quad + \bar{k}_f^3 N (N_b - 1) (N_b - 2)
\end{align*}
\]

and

\[
\bar{k}_f = k_f \tau \quad \text{and} \quad \bar{k}_b^s = k_b^s \tau.
\]

3 Results for RNAi and PTEN dynamics

3.1 RNAi

Figure 5b shows the good agreement between the analytical expression (38) and the results of the SSA. Compared with irreversible binding \( (k_b^s = 0) \), the survival probability is relatively insensitive to the values of the escape time, \( \tau \), when \( \tau \) is small.

Springer
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Fig. 6  Stochastic simulation of the dynamics of binding and unbinding to mRNA, for \( N_b = 20, \tau = 50 \text{s} \), \( k_f = 0.05 \text{s}^{-1} \) and \( T = 10 \). a Irreversible case. b Reversible case with \( k^b_s = k^d_b = 0.5 \text{s}^{-1} \).

Fig. 7  Escape probability as a function of the threshold \( T \) in the irreversible case (\( k^b_s = k^d_b = 0 \)): Formula (21) and the SSA (square) agree for several values of \( \tau k_f \). For each value of \( T \), we perform 1,000 SSA simulations, \( N_b = 20 \) and \( k_f = 1 \).

compared to the chemical times \( \frac{1}{k^b_s} \) and \( \frac{1}{k_f} \) (Fig. 5a, b for \( \tau k_f = 0.1 \)). Indeed, when the escape time is short compared to the binding and unbinding times, the miRNAs generally have no time to unbind before the mRNA exits. However, as the escape time, \( \tau \), increases, the number of bound miRNAs increases and thus unbinding affects the probability of absorption (Fig. 5a, b for \( \tau = 1 \) and 10). These changes become apparent for a high threshold value. Thus unbinding can delay the time to reach the threshold, enabling the mRNA to escape with higher probability than in the irreversible case.

3.2 PTEN

In Fig. 6, we use the stochastic simulation algorithm to simulate the number of bound decoys and miRNAs on a single mRNA for varying reversible and irreversible binding rates.

In Fig. 7, we compare \( P_a(T) \) obtained from Formula (21) with stochastic simulations. We obtain very good agreement for different values of \( \tau k_f \).

Figure 8a, c are repetitions of Figs. 5b and 7, respectively, for larger values of the escape time, \( \tau \). They show the escape probability as a function of the threshold \( T \) (bound miRNAs) for the reversible RNAi problem (no decoys) and the irreversible PTEN problem (miRNAs and decoys).

Figure 8b, d show the threshold value, \( T \), as a function of the escape time, \( \tau \), for the escape probabilities \( P_a = 0.25, 0.5, 0.75 \) and 0.95. The red dotted line shows
Fig. 8  a RNAi reversible, b RNAi reversible, c PTEN irreversible, d left column escape probability, $P_a$, as a function of the threshold, $T$, for a variety of escape times, $\tau$. Right column threshold as a function of escape time for a variety of escape probabilities (solid lines), and the change in threshold value, $\Delta T$, from $P_a = 0.25$ to $P_a = 0.95$ (red dotted line).

The difference in the threshold required to observe a 95% probability of escape before repression, i.e., $P_a = 0.95$, compared to the threshold required to observe a 25% probability of escape before repression, i.e., $P_a = 0.25$, represented by $\Delta T = T(P_a = 0.95) - T(P_a = 0.25)$. This threshold difference is a measure of the steepness of the switch between $P_a \approx 0$ and $P_a \approx 1$ in Fig. 8a, c. A small value of $\Delta T$ is representative of an abrupt switch, in which the threshold values for almost certain escape and almost certain repression differ by very little, such that the escape probability depends strongly on the threshold value. A large value of $\Delta T$ represents a gradual switch between almost certain escape and almost certain repression, such that the threshold value does not much affect the probability of an mRNA escaping before repression.

In Fig. 8b, when the escape time, $\tau$, is short compared to the forward and backward binding reaction times, $\frac{1}{k_f}$ and $\frac{1}{k_b}$, respectively, $\Delta T$ is small. This supports the idea that when the escape time is short compared to the forward and backward binding reaction times, the threshold value has almost no effect of the probability of escape, as the miRNAs have generally no time to unbind before the mRNA exits, regardless of the threshold number of miRNA bindings needed for repression. $\Delta T$ increases until a maximum at $\tau = 1$, when the escape time and the binding reaction times are equal. This is due to an increase in the number of miRNAs that can bind to an mRNA.
before it escapes, as the time spent inside the domain, $\tau$, increases. Thus the threshold number of bound miRNAs needed for repression begins to affect the probability of escape. $\Delta T$ then decreases slowly for large $\tau$ such that the effect of $T$ on $P_a$ is lessened as the escape time becomes large compared with the binding reaction times. This is because the threshold value is more and more likely to be reached before the mRNA can escape, the longer it remains within the domain. We can see this in Fig. 8a as the switch between $P_a = 0.25$ and $P_a = 0.95$ becomes gradually sharper, meaning that, conversely to $\tau < 1$, the mRNA has a very high probability of being degraded for all but the highest threshold values.

Figure 8d reveals that this effect is also present in the case of decoys with irreversible binding, but to a lesser extent. We see a lower maximum $\Delta T$ at $\tau = 1$ and a more gradual decline for $\tau > 1$. This shows that the threshold value has a greater effect on the probability of escape for large $\tau$ than for the case of irreversible binding with miRNAs alone. This is most likely due to the introduction of decoys into the system which can block the binding sites of mRNA and are unable to unbind from these sites, making the threshold value harder to reach, even when the mRNA remains in the domain for longer due to a reduced escape time, $\tau$.

The results reported above support those obtained for the case of both decoys and reversible binding, shown in Fig. 9a. For increasing escape time, $\tau$, unbinding events decrease the probability of escape (for intermediate values of $T$). Dramatic differences appear for a threshold of $T = 11$ and $N_b = 20$ (Fig. 9) leading to a two-fold increase in the probability of escape for the irreversible case ($\approx 0.6$) compared to the reversible case ($\approx 0.3$). Unbinding of decoys increases the likelihood of the threshold value being reached, and so we observe a decrease in the probability of escape. This effect is hard to predict as both decoys and miRNAs can unbind. Irreversible binding reduces the effect of decoys on the escape probability, and so we see an increase in the effect of $T$ on $P_a$, similar to that which is observed in the case of reversible binding alone (Fig. 8b). The histogram of the number of bound miRNAs before the mRNA exits is given in Fig. 9b for different values of $T$.

Fig. 9  a The escape probability as a function of the threshold, $T$, of bound miRNAs. Probability of escape (squares) for different values of $\tau$ in the reversible PTEN case, compared to the probability of escape in the irreversible PTEN case (red) for $N_b = 20$ and $k_f = 1$. b Histograms of the number of miRNAs bound to an mRNA before exit for different values of the threshold, $T$. For each value of $T$, we perform 1,000 SSA simulations for $N_b = 20$, $k_f = 1$, $k_f^d = k_d^d = 0.5$.
4 Conclusions

We have presented a mathematical framework for studying the stochastic repression of mRNA by siRNAs/miRNAs as a function of elementary parameters such as the threshold to repression, $T$, the number of binding sites, $N_b$, and the various kinetics parameters. When the siRNA/miRNA bind reversibly, we found that the probability of escape is decreased compared to irreversible binding. The present approach can be used to obtain precise estimates for the number of siRNAs/miRNAs needed for specific genetic regulation.

By studying the post-transcriptional regulation of PTEN, we have also shown that this behaviour persists when decoys are present. There is, however, another type of molecule that is known to play a role in post-transcriptional regulation of PTEN, known as competing endogenous RNA (ceRNA), or ‘sponges’. It has been proposed in several studies (e.g., Ebert et al. 2007; Poliseno et al. 2010), and experimentally validated in several others (e.g., Sumazin 2011; Tay et al. 2011), that RNAs that share miRNA binding sites may compete for a shared pool of miRNA. This group of sponge modulators act by soaking up miRNAs, leaving fewer miRNAs to bind to their intended target mRNA. This causes an up-regulation in translation of the target gene, as translational repression is down-regulated. One confirmed sponge, discovered by Poliseno et al. in (2010), is the PTEN pseudogene, $PTENP1$. Inclusion of sponge modulation is just one possible extension of the current model that we will explore in future work.

Finally, it is well known that the behaviour of molecules in a cell depends not only on the number of molecules present, but also on the distribution of these molecules within the cell and how they move and interact with each other (Alberts 1998). Processes such as target binding by an siRNA/miRNA may be spatially-dependent; an siRNA/miRNA may find its target site faster, or slower, depending on its initial distance from the target and the mechanism by which it moves through the cell. We are currently developing a spatial model of the system, and will use this to study how subcellular heterogeneity affects the probability of mRNA escape before repression by direct comparison with the models developed in this study.

Appendix A

We shall present here the two-dimensional chemical Markov equations (CME) in the variables $s$ and $d$ introduced in Sect. 2.1. We need to examine carefully the expressions at the boundary of two-dimensional state space around $s = T$ and $s = 0$ to incorporate the appropriate modifications in the transition rates.

The CME for no bound miRNAs or decoys ($s = d = 0$)

As there are no transitions from negative states, the CME is

$$
\frac{\partial}{\partial t} p_{0,0}(x, t) = div(BB^T(x) \nabla p_{0,0}(x, t)) - 2k_f N_b p_{0,0}(x, t) + k_b p_{1,0}(x, t)
+k_d p_{0,1}(x, t).
$$
The CME for either no bound miRNAs or no bound decoys ($s = 0$ or $d = 0$)

When there are no miRNAs bound, that is, $s = 0$ and $N_b > d > 0$, we have

$$\frac{\partial}{\partial t} p_{0,d}(x, t) = di v(B B^T(x) \nabla p_{0,d}(x, t)) - 2k_f(N_b - d)p_{0,d}(x, t)$$

$$- k_b^d p_{0,d}(x, t) + k_b^f p_{1,d}(x, t) + k_b^d (d + 1)p_{0,d+1}(x, t)$$

$$+ k_f(N_b - d + 1)p_{0,d-1}(x, t).$$

Similarly, for $T - 1 > s > 0$ and $d = 0$ (no decoys bound),

$$\frac{\partial}{\partial t} p_{s,0}(x, t) = di v(B B^T(x) \nabla p_{s,0}(x, t)) - 2k_f(N_b - s)p_{s,0}(x, t)$$

$$- k_b^s s p_{s,0}(x, t)$$

$$+ k_b^f (s + 1)p_{s+1,0}(x, t) + k_b^f p_{s,1}(x, t)$$

$$+ k_f(N_b - s + 1)p_{s-1,0}(x, t).$$

The CME near the threshold number of bound miRNAs ($s = T - 1$)

For $s = T - 1$, $d = 0$ (no transition rate from $P_{T,0}$), then

$$\frac{\partial}{\partial t} p_{T-1,0}(x, t) = di v(B B^T(x) \nabla p_{T-1,0}(x, t)) - 2k_f(N_b - T + 1)p_{T-1,0}(x, t)$$

$$- k_b^f (T - 1)p_{T-1,0}(x, t) + k_b^f p_{T-1,1}(x, t)$$

$$+ k_f(N_b - T + 2)p_{T-2,0}(x, t).$$

For $s = T - 1$ and $N_b - T > d > 0$, (no transition rate from $P_{T,d}$), then

$$\frac{\partial}{\partial t} p_{T-1,d}(x, t) = di v(B B^T(x) \nabla p_{T-1,d}(x, t)) - 2k_f(N_b - T + 1 - d)p_{T-1,d}$$

$$- (k_b^f (T - 1) + k_b^d d)p_{T-1,d}(x, t) + k_b^d (d + 1)p_{T-1,d+1}(x, t)$$

$$+ k_f(N_b - T - d + 2)p_{T-2,d}(x, t)$$

$$+ k_f(N_b - T - d + 2)p_{T-1,d-1}(x, t).$$

The CME at the threshold number of bound miRNAs ($s = T$)

For $s = T$ and $N_b - T > d > 0$ (the only transition occurs from the state $T - 1$), then

$$\frac{\partial}{\partial t} p_{T,d}(x, t) = k_f(N_b - T - d + 1)p_{T-1,d}(x, t).$$
The CME at the limit of a filled mRNA $(s + d = N_b)$

For $T > s > 0$ and $N_b - s = d$ (there are no transition rates from any state $(s, d)$ such that $s + d > N_b$), then

$$\frac{\partial}{\partial t} p_{s,N_b-s}(x, t) = div(B B^T(x) \nabla p_{s,N_b-s}(x, t)) - \left( k^d_{b}(N_b - s)p_{s,N_b-s}(x, t) + k^f p_{s-1,N_b-s}(x, t) + k_f p_{s,N_b-s-1}(x, t). \right.$$  

For $s = T, N_b - T = d$, then

$$\frac{\partial}{\partial t} p_{T,N_b-T}(x, t) = k_f p_{T-1,N_b-T}(x, t).$$

Finally, for $d = N_b, s = 0$ (the mRNA is filled with decoys), then

$$\frac{\partial}{\partial t} p_{0,N_b}(x, t) = div(B B^T(x) \nabla p_{0,N_b}(x, t)) - k^d_{b} d p_{0,N_b} + k_f p_{0,N_b-1}(x, t).$$

Appendix B

MFPT to a small pore on the domain boundary

For the RNAi model, the general approximation of the MFPT, $\tau$, of a Brownian mRNA particle initially located at the center of a spherical domain, of radius $R$, moving with diffusion coefficient, $D$, to hit one of $N \gg 1$ identical, circular pores, of radius $\varepsilon$, on the surface of the domain, is given in Singer et al. (2008) by

$$\tau \sim \frac{|\Omega|}{4 \varepsilon DN} \left[ 1 - \frac{\varepsilon}{\pi} \log \varepsilon + \frac{\varepsilon N}{\pi} \left( \frac{1}{5} + \frac{4b_1}{\sqrt{N}} \right) \right] + \frac{R^2}{6D}. \quad (44)$$

The coefficient $b_1 \approx -0.5668$ is calculated by Cheviakov et al. (2010) by minimising the energy, $\mathcal{H}$, of the arrangement of the $N$ traps across the surface of a unit sphere (i.e., $R = 1$). In (44), $\frac{R^2}{6D}$ represents the MFPT of a particle, initially located at the center of the spherical domain, to reach the surface. If $N \varepsilon \gg 1$, the time taken for a particle to locate a pore on the surface of the domain, i.e., the first term, will dominate over the time taken for the particle to reach the surface, i.e., the second term, which leads us to the approximation

$$\tau \sim \frac{|\Omega|}{4 \varepsilon DN} \left[ 1 - \frac{\varepsilon}{\pi} \log \varepsilon + \frac{\varepsilon N}{\pi} \left( \frac{1}{5} + \frac{4b_1}{\sqrt{N}} \right) \right]. \quad (45)$$

MFPT to a small target within domain

We similarly compute the mean time for an mRNA to locate a ribosome in the PTEN problem as follows (Cheviakov et al. 2010, 2013) in the case of many traps: for $N$
uniformly distributed traps of radius $\epsilon \ll 1$ in the interior of the spherical domain, $\Omega$, of unit radius, $R$, with reflecting boundary, the MFPT, $\tau$, of a Brownian particle uniformly distributed in the domain, moving with diffusion coefficient $D$, to a trap is given by

$$\tau \sim \frac{|\Omega|}{D} \left[ \frac{1}{4\pi \epsilon Nc} + \frac{1}{N^2} \left( \frac{\mathcal{H}_{ball}}{4\pi} - \frac{7N^2}{10\pi} \right) \right].$$

(46)

Here, $\mathcal{H}_{ball}$ (similar to $\mathcal{H}$ declared in the previous section) is defined as the energy function for optimising the spatial arrangement of the $N$ traps within the spherical domain (typical values for varying $N$ in a unit sphere are given in Table 2 of Cheviakov et al. 2011); and $c$ is the normalized capacitance of each trap ($c = 1$ for a disk), assumed here to be the same for all traps (typical values for varying trap shapes are given in Table 1 of Cheviakov et al. 2011). For example, assuming there are $N = 10$ spherical traps of radius $\epsilon$, we have $\mathcal{H}_{ball} = 243.37$ and $c = 1$. The narrow escape approximation is equivalent to replacing escape by a Poissonian event of rate $\frac{1}{\tau}$.

Forward binding rate of small RNA to a binding site on mRNA

The binding rate, $k_f$, of a diffusing particle to one of the $N_b$ binding sites on an mRNA is the reciprocal of the MFPT to a site. When the sites, of size $a$, are located on a sphere of radius $r$, this MFPT is given in Cheviakov et al. (2010) as

$$\tau_N = \frac{1}{k_f} = \frac{|\Omega|}{D} \left( \frac{1}{4\pi r} + \frac{1}{4N_b a} \right).$$

(47)
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